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HOL HAGYTAM TAVALY ABBA?

Promptolni fogunk?

Vagy azt az ugyfeleink is
tudnak?

Vagy mindenki nyugdijba
megqy?

Vagy a ,last mile”-on akad el
az Ml fejlodes?
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* Nvidia Q3 earnings

...de ezekrol esetleg a szunetben
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CSOKOLOM, AGI VAN?

" Hyperion Data Center
,over Manhattan
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“evi superintelligence is &

lcoming into sight [...]I
| believe this will be the
ibeginning of a new era for &

Ehumanity. B -

Superintelligence

L1 A

Mark Zuckerberg, 2025 Meta
Superintelligence Labs Memo
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TOK JO, HOGY LESZ, DE MIBE KERUL?

“You should expect OpenAl to spend trillions of dollars on
datacenter construction in the not very distant future,” Altman
said. “And you should expect a bunch of economists wringing
their hands, saying, ‘This is so crazy, it’s so reckless,” and we’ll

just be like, ‘You know what? Let us do our thing.””

EXCLUSIVE | BUSINESS

Artificial intelligence ( + Addt FT ) o PO
i T Oracle, OpenAl Sign $300 Billion
Nvidia to invest up to $100bn in OpenAl Cloud Deal
The majority of new revenue revealed by Oracle will come from OpenAl
Partnership will support huge build-out of data centres for artificial intelligence deal, sources say

/

Nvidia plans to buy equity in OpenAl progressively over time as its systems are deployed © David Paul
Morris/Bloomberg

V Clementine

@ Elon Musk w e

Having thought about it some more, | think the 50 million H100
equivalent number in 5 years is about right.

Eventually, billions.

@ Andree Jacobson X

Older post but for those that are wondering about what @xai will be up to over
the next few years, let’s just say that we’ll be busy... x.com/elonmusk/statu...

1.4M

Over the course of 2025, xAl, which is responsible for the Al-powered chatbot Grok,
expects to burn through about $13 billion, as reflected in the company's levered cash
flow, according to details shared with investors. As a result, its prolific fundraising

efforts are just barely keeping pace with expenses, the people added.

stateof.ai 2025



POROG A PENZMASINA
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How Nvidia and OpenAl Fuel the Al Money Machine

~ Hardware or Software .~ Investment .~ Services -~ Venture Capital
Circles sized by market value
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Nvidia agrees \

to invest up to
o uP Intel

OpenAl to deploy
6 gigawatts'of AMD

GPUs. AMD gives $100 billion in
OpenAl option'to buy OpenAl.
up to 160 millifon shares. v
Nvidia \
$4.5T OpenAl inks a
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AZ UGYFELSZAM NO

HSBC forecasts for ChatGPT users in millions (red) vs reported (grey): so far, S-curve
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EGY KIS KESZPENZARAM...

OpenAl estimated balance sheet

Il Free cash flow I New equity funding Bl Revenue H Total cost of cloud compute

$200bn

5100bn I I
o e |

-5100bn I I I

-5200bn

T T T
2025 2026 2027 2028 2029 2030

FINANCIAL TIMES Source: HSBC, FTAV = Simplified totals based on H5BC's forecasts
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HABZSIDOZSI?

Artificial Analysis Intelligence to Price Ratio
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HABZSIDOZSI? VAGY INKABB VERFURDO?

LMArena Score to Price Ratio
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HOL TARTUNK?

Language Model Inference Price
Price (USD per M Tokens)
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HOL TARTUNK?

Artificial Analysis Intelligence Index by Model Type

Artificial Analysis Intelligence Index v3.0 incorporates 10 evaluations: MMLU-Pro, GPQA Diamond, Humanity's Last Exam, LiveCodeBench, SciCode, AIME 2025, IFBench, AA-LCR, Terminal-Bench Hard, 72-Bench Telecom
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HOL TARTUNK?

Open Weights: Frontier Language Model Intelligence By Country, Over Time

Artificial Analysis Intelligence Index v3.0 incorporates 10 evaluations: MMLU-Pro, GPQA Diamond, Humanity's Last Exam, LiveCodeBench, SciCode, AIME 2025, IFBench, AA-LCR, Terminal-Bench Hard, 7°-Bench Telecom
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HOL TARTUNK?

Progress in Open Weights vs. Proprietary Intelligence
Artificial Analysis Intelligence Index v3.0 incorporates 10 evaluations: MMLU-Pro, GPQA Diamond, Humanity's Last Exam, LiveCodeBench, SciCode, AIME 2025, IFBench, AA-LCR, Terminal-Bench Hard, °-Bench Telecom
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Text to Video

Elo of proprietary and open weights text to video models over time
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Image to Video

Elo of proprietary and open weights image to video models over time
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Leading Text to Image and Image Editing Models by License Type, Over Time
Image Editing

Text to Image

Elo Score of proprietary and open weights text to image models over time
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Could small language models be the future of agentic Al?

Researchers from NVIDIA and Georgia Tech argue that most agent workflows are narrow, repetitive, and format-
bound, so small language models (SLMs) are often sufficient, more operationally suitable, and much cheaper.
They recommend SLM-first, heterogeneous agents that invoke large models only when needed.

o Agents mostly fill forms, call APIs, follow schemas, and ﬁ

gggggg

write short code. New small models (1-9B) do these jobs -j
well: Phi-3-7B and DeepSeek-R1-Distill-7B handle ul

instructions and tools competitively.

e A~7B modelis typically 10-30x cheaper to run and
responds faster. You can fine-tune it overnight with e -
LoRA/QLoRA and even run it on a single GPU or device.

o One can use a “small-first, escalate if needed” design: route routine calls to an SLM and escalate only the
hard, open-ended ones to a big LLM. In practice, this can shift 40-70% of calls to small models with no
quality loss.

e But SLMs still struggle with long context, novel reasoning, or messy conversation. Keep an escape hatch to

a large model and evaluate regularly. stateof.ai 2025
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 Létrehoztuk Minervat

e 4 kutatas

« Kozel 1 millié inditott hivas
5000+ kerdoiv

«  Orjdbngd kommentek...
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